Dual Maximum Margin
Optimization

Proposition: (The Maximum Margin Lagrangian Dual) Given the primal
maximum margin optimization, 2 then the Lagrangian dual optimization
for maximum margin classifiers is

l l l
_ 1 _
maanb’(Oé) = maax (g 1 o — 2 E 1 g 1oziozjyiyj:vi ° zcj> ,
1= 1= j:

subject to the constraints

l
Za’iyi — Oa
=1
87 > 0,

with: =1,...,1L.

4See |ecture notes on maximum margin classifiers.
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The Dual Decision
Function

We also know that given the optimal Lagrangian multipliers &™ we can construct both w™,

l
W = Z o YiTi,
i=1
and b*,
l
b* = Zoz;kyziz o fsv"‘ — 1,

i=1

where we pick one support vector from the set of available support vectors,

(Tgp+,+1) € {(zi,+1) | (%5, +1) € D and ] > 0},

The identity for b* follows directly from the KKT complimentarity condition with a;f > 0 for
some point (z;,y;) € D, theny;(w* ez; —b*) —1 =0 or,

wrexT; =b"+1 ify; =+1,

—k

w exT; =b"—1 ify; =—1

Plugging in w™* and solving for b* gives us our required result.
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The Dual Decision
Function

Putting this all together gives us,

f(%) = sign(w* o T — b*)

l l
= sign <Z ozfyzfz o — Z ozfyzfz ® fsv"‘ + 1) .

1=1 1=1
As we would expect, the dual decision function is completely determined by the
Lagrangian multipliers a*.

Observing that the decision function is completely determined by points z; with o > 0,
we can say that the dual decision function is completely determined by the support
vectors.

We consider the dual decision function a support vector machine.
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Linear SVMs

Given

M a dot product space R™ as our data universe with points z € R™,
M some target function f : R"™ — {+1, -1},

M a labeled, linearly separable training set,

i where y; = f(Z;),
then compute a model f: R™ — {+1, —1} using D such that,
f@) = f(@),

forallz € R™.

D = {(Elayl)a (E2ay2)a SO (fl,yl)} C R™ x {+1? _1}7
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Linear SVMs

Here we take as our models the linear support vector machines,

! l
f(f) = sign (Z oz:jyzfz or — Za;kyzfz .Esv"‘ + 1) ,

1=1 1=1

and we compute our support vector models with the Lagrangian dual optimization for
maximum margin classifiers,

l 1 l l
a® = argmax E o — 5 g E Qi YiY;T; ¢ Tj |,
& i=1 i=1j5=1

subject to the constraints

l
Z Y = Oa
=1

where: =1,...,1L.
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