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What is Machine Learning?

» Programs that get better with experience
given some task and some performance
measure.

» Most common is inductive learning, that is




Machine Learning Today

» Today's machine learning tools are "single-
table" oriented:

® attribute-value oriented

D objects are represented by a fixed set of attributes.
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First-Order Equational Logic

Equational logic 1s the logic of substituting equals for equals with
algebras as models and term rewriting as the operational semantics.

theory LIST is
sort List .
protecting | NT .

op cons : Int List -> List .

op nil : List . A Deduction:
op length : List -> Int . length(cons(3,cons(2,nil)))
{equation 2: 1 — 3,L ~ cons(2,nil)}

var | : Int .




Inductive Equational Logic

B In inductive equational logic we induce equational theories
(hypotheses) from equations which represent the facts.

B This seems to be opposite of what we do in ordinary
(deductive) logic -deduce facts from theories.




Equational Induction

Given a fact theory F' = P [1 = N,where

P represents the positive examples,

N represents the negative examples,

and B represents background or domain




Example: The Predicate Even

t heory EVEN FACTS is

sort Int .

op O : ->1Int .

ops: Int ->1Int .

op even : Int -> Bool .

eq even(0) = true .

eq even(s(s(0))) = true

eq even(s(s(s(s(0))))) = true :
eq even(s(0)) = false .

eq even(s(s(s(0)))) = false .




Implementation: Genetic Programming

Implemented in the OBJ3 System:

> Compute an initial (random) population of candidate
theories.

> Evaluate each candidate theory's fitness using the OBJ3
rewrite engine:

fitness(T) = facts*(T) + 1/length(T)
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Crossover -breed a new theory
based on the structure of two parent
theories.
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Generate new trase:

\Eq
Mutation \/

Mutation -breed a new theory
based on a single parent with a
single mutation in the abstract
syntax tree.
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Experiment I: Multi-Objective Learning

t heory STACK-FACTS is
sorts Stack El enent .

_ Statistics:
ops a b c d. -> Elenent . : .
op v : -> Stack . eEvolution over 50 generations.
op top : Stack -> El enent . ®Population of 150 individuals.
op pop : Stack -> Stack . ®Converged to canonical stack
op push : Stack El enent -> Stack . theory in 20 of 150 runs.

e®Convergence rate ~15%.

eq top(push(v,a)) = a .

eq top(push(push(v,a),b)) = b .
eq top(push(push(v,b),a)) = a .
eq top(push(push(v,d),c)) = c .




Experiment I1: Learning in Noise

t heory EVEN FACTS is
sort Int .

op
op
op
€q
eq
€q
€q
€q
€q
€q

d,.

O: ->1Int .

s . Int ->1Int .

even : Int -> Bool .

even(0) = true .
even(s(s(0))) = true .
even(s(s(s(s(0))))) = true .
even(s(0)) = false .
even(s(s(0))) = false .
even(s(s(s(0)))) = false .

even(s(s(s(s(s(0)))))) = false .

Definition:
Noise are inconsistencies in a fact theory.




Summary

D Here we presented a framework for machine learning
with logic.

2 The logic we considered was equational logic
-inductive equational logic

D We sketched a prototype implementation based on
enetic programming.




