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Abstract – The recent installation of traffic monitoring equipment by Mobility Technologies in the greater Providence RI area provides an unprecedented opportunity to study real traffic flows in a mix of urban and suburban New England. This equipment provides average speed, occupancy, and volume data (on 30-second intervals) at 40 sensor sites on roadways blanketing the Providence area – I-95 north and south of the city with feeder roads I-195, Rte 146, Rte 10, and Rte 6 in Providence and Rte 4 in the southern suburbs, and Rte 295 as an alternate around Providence. Through agreements with both Mobility Technologies and RIDOT, and in collaboration with the UMASS Transportation Center, this group plans to employ this data to refine methods and calibrate models for travel time prediction and incident detection under normal and incident conditions. 
Introduction and Statement of Project Objectives
The traffic sensors recently located on the Providence area highways provide a bounty of valuable data on traffic conditions at frequent, 30-second, time intervals. Simultaneously, RIDOT aggregates this information on hourly, monthly, and yearly bases to satisfy federal data collection requirements. We note that the high frequency of the possible data collection and the small geographic spread of the 40 sensors (some sensors are separated by under 2 miles, with no entrance or exit in between!) preserve much of the traffic trend information necessary to the development of effective traffic management systems. The primary goal of the proposed work is to employ this data toward travel time prediction. 


Travel time reporting is often the “instantaneous travel time” through a route. Specifically, instantaneous means that the total travel time is the summation of link travel times along the route as measured at the same instant. For example, the Washington State DOT website provides travel times, updated every 5 minutes, computed using current average speed along the requested trip (see http://www.wsdot.wa.gov/pugetsoundtraffic/traveltimes/); a similar site for the Atlanta Georgia area can be viewed at http://www.georgia-navigator.com/maps/Atlanta. Locally, in the New England region, Mobility Technologies collects and displays travel time information every 60 seconds (see http://www.traffic.com/Providence) so that drivers can get an instantaneous sense of the overall traffic conditions; this data is presented graphically on a map of the region showing locations with clear, moderate, and heavy traffic (green, yellow, and red highlights, respectively).
Unfortunately, target vehicles do not travel over all links simultaneously. Instantaneous travel times, although dynamically computed, do not necessarily correlate well to the travel conditions to be experienced in the near future on the route of interest. Travel time forecasts using expected future flow conditions based on those at the present time and recent past can help reduce this variability. Although systems and algorithms to implement such travel time forecasts exist at present, they are for the most part proprietary and of no use to the New England effort. The proposed effort would develop automated travel time forecast systems for major Rhode Island roadways using the data already being collected by Mobility Technologies.

In previous work URI and UMASS have collaborated and worked separately to analyze traffic data from both arterials (UMASS) and highways (URI) and to develop models for travel time reporting and prediction. 


The UMASS results demonstrated that kernel SVM regression models performed very well in forecasting from 10-minutes ahead to 40-minutes ahead. Especially, the errors at the congestion boundaries were not larger than the average error and much less than those for ARIMA models. At the beginning of the peak traffic hour, the error of kernel SVM regression was only about 50% of that of the ARIMA model. In addition, the precision of the model did not significantly decrease when longer time look-ahead predictions were performed. 
Last year the URI team applied linear and non-linear regression techniques to a limited set of data to develop a model for the reporting of travel times on a segment of highway in the Providence area. In addition, a preliminary prototype system was developed for automatically matching vehicle license plates from tapes using pattern recognition techniques. In collaboration with UMASS, license plate matching information was collected on videotape, providing an accurate measurement of travel time. This data was compared to that collected by vehicular probes using a floating car technique. Data from installed sensors, the expected real-time input to the travel time reporting system, were then compared to the floating car data, the most cost effective information for ongoing tuning and for model verification. 


1. 
2. 
3. 

1. 
2. 
The focus of this NEUTC proposal will be to continue the previous work of the PIs to develop models for the near future prediction of travel time. Input data will consist of archived real-time sensor information from Mobility Technologies, archived sensor data, ground truth travel time data from videotaped license plate matching and floating probes data. (Rhode Watchers, employees of RIDOT who volunteer to report highway incidents by cellular phones, will also report their travel commute times as probe travel times.) Some emphasis will be placed on refining our automated license plate matching methods. Techniques for the updating and tuning of the proposed travel time models through continuing data collection and archival will be developed as, in most prediction models, parameters will need to be updated to maintain forecast accuracy as the underlying process fluctuates. 
Research Contribution

Most existing travel time prediction models and systems are still preliminary, not robust enough for use in existing intelligent transportation systems, and/or have not been validated or tuned for transfer to the transportation situation in New England [1-11]. The proposed effort will specifically capture travel trend patterns under flow characteristics specific to New England. To the PIs’ knowledge, such an extensive travel time forecast effort within the region is unprecedented. It is further intended that the models developed will be extended for use under anomaly conditions.

The research community interested in traffic modeling will benefit from the dense data collection effort made possible by Mobility Technologies’ installed equipment and from our work on automated collection of ground truth data using license plate matching from videotapes. Such automation places few cost restrictions on the extent of the calibration and validation datasets to be used in model development. 
Finally, the proposed research, by virtue of its multidisciplinary nature, will benefit from the combined talents of computer scientists in addition to civil and electrical engineers. Hence, the development and implementation of robust software systems for the travel time forecast problem is positively ensured. 


Technical Approach or Methodology

The proposed effort will attempt to divide the instrumented Rhode Island highways into segments that exhibit small travel speed variations over their individual cross sections. Pattern recognition techniques will identify the traffic patterns at each highway segment from historical data and then forecast each near-future average travel speed. Prediction models anticipated include transfer functions as well as autoregressive (AR), moving average (MA), or integrated autoregressive and moving average (ARIMA) models. Other appropriate non-linear models, including Kernel SVM regression and neural networks, will be attempted to model congested flow conditions. Model applicability may be limited to pre-determined time periods or flow levels. 



Let S1, S2, and S3 represent three consecutive roadway segments in the direction of flow of lengths d1, d2, and d3, respectively. Also, let V1(t), V2(t), and V3(t) represent the average segment travel velocities at time t, respectively. The proposed effort envisions deriving the values of 
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based on the recent past history of travel speeds at surrounding sections and at the section itself. Each velocity, Vi(.), is predicted or estimated using one of the techniques mentioned above for the time a vehicle that entered the first segment at time t would enter the ith segment. Then, the total travel time through roadway segments S2 and S3 can then be determined by dividing d2 and d3, respectively, by these velocity estimates. This approach leads to more accurate travel time estimates than one that aggregates travel times at an instant (t). 

An added difficulty in assessing highway travel times stems from the fact that a particular segment can be impacted by both upstream and downstream flow conditions. Typically, and assuming steady state flow, only the past history at upstream segments are important. However, in a congested state, a backward propagating shock wave of denser flow may result in queuing conditions that considerably impact upstream flow conditions. To predict flow conditions at a given roadway segment, S2 for instance, the past history at both the adjacent segments, S1 (upstream) and S3 (downstream) herein, will be scrutinized. Transfer functions allow for the ability to model and predict the dynamic states of a series based on those of other series and on past error estimates. Furthermore, models based on the sole history of speeds recorded at the study segment will also be attempted and their performance contrasted to those of transfer functions.
The stochastic time series data of flow, speed and occupancy recorded at highway sections can be viewed as stationary when observed over a time horizon spanning multiple days. Flow values will vary from their lows reached during the off-peak intervals to their high peak interval values. The data should display a strong tendency toward a mean value in all cases; hence, the techniques developed for the analysis and forecasting of stationary time series can be applied. Further, it is not anticipated that the impacts of past observations on current data will be linear for any of these time series – at the onset of congestion, proportional flow increases will no longer induce proportional speed decreases. Slower vehicular travel will result in changes in the time lags of the impact on current flows of upstream and downstream flows and possibly that of prior flows at the segment itself. As a result, both linear and non-linear stochastic time series models will be considered. The gains achieved through the use of non-linear models will be quantified. 

The analysis time step will be selected to balance the desire for accurate future forecasts against the need for frequent travel time updates. Forecast accuracy typically decreases with the number of forecast steps ahead. Given a fixed set of trip origins and destinations, the desire to enhance future forecast accuracy tends to dictate a lower limit on analysis time step. The need for frequent travel time updates, on the other hand, sets an upper bound on the same. A compromise must be reached over the reasonable range of analysis time steps swaying from the lower bound to the upper bound.

The procedure ARIMA, of the Statistical Analysis Software (SAS) package, will be applied for the computation of the autocorrelation and partial autocorrelation functions, ACF and PACF respectively, of the various time series under study. (The URI university library, various URI university computer laboratories, and research laboratories at UMASS and URI offer the use of SAS.) The ACF computes the autocorrelation coefficients at various time lags, the PACF computes the coefficients of the AR process (note that a MA process can always be convertred to an AR process of infinite order). Both the ACF and PACF results are instrumental in identifying or specifying and calibrating the process underlying stochastic stationary series. In fact, the ACF helps confirm stationarity since the ACF of a stationary series dampens over time; hence, it guides the analysis of non-stationary processes. 
Both the ACF and PACF display clearly different patterns for MA, AR and ARIMA processes. Theoretically, the ACF of a MA process of order q displays spikes at lags 1 through q and then cuts off. In practice, however, due to sampling errors, the ACF may display some rare significant spikes at lags greater than q. The ACF coefficient at lag q+1, however, is most likely insignificant in which significance is defined in terms of the Bartlett’s criterion. Contrary to a MA, the ACF of an AR process of order p geometrically dampens or tails off. The PACF of an AR displays spikes at lags 1 through p and then cuts off.  The ACF of an ARIMA process of order p, d, q, displays an irregular pattern at lags 1 through q and then tails off; its PACF  geometrically dampens or tails off. In essence, the ACF and PACF can be used to obtain or confirm the order of MA, AR and ARIMA processes. 

Kernel SVM regression identifies traffic patterns from historical data. These traffic patterns are termed as support vectors. Next, kernel functions calculate the similarities between the current traffic situation (travel times and volumes) and the support vectors. Finally, based upon these similarity relationships and the support vectors, the pattern of the current traffic situation is recognized, and short-term traffic predictions can be made. There are two major advantages in kernel SVM regression. Firstly, it takes the best advantage of historical data by using kernel functions to calculate the similarities of the current traffic situation and support vectors. Secondly, it can precisely approximate the non-linear relationship between the dependent variable (predicted travel time) and the independent variables (current travel time, volumes) by searching the objective function in Reproducing Hilbert Kernel Space (RHKS). 
(Both URI and UMASS have SVM software; URI has other neural network design software as well.)
Anticipated Results
Nonlinear models developed using Kernel SVM regression and other pattern recognition techniques are expected to perform better than the linear models for traffic within the congested flow range. Stationarity, or strong tendency toward a mean value, is only expected to useful for flows registered over a specific time window since vehicle flow increases over time, at a yearly growth rate of 1% in average. This time window for which sensor data remains stationary, for pattern recognition analysis purposes, in the New England region will be established in the current study. It may betray the range of validity of the time series or pattern recognition models utilized and the frequency of the need for parameter updates. Further, it is anticipated that developed models may help detect the boundaries for which downstream flow characteristics matter to travel time forecasting.  This boundary may help in the detection of anomalies in future efforts.

· 
· 
· 
· 



Technology Transfer, Outreach and Collaborations 
This is a joint proposal between researchers affiliated with the URI Transportation Center and the UMASS Transportation Center.  As such, it represents cooperation and collaboration between two states and research centers. It is also a multidisciplinary project that brings together researchers from transportation and civil engineering, electrical and computer engineering, and computer science. The collaboration makes the newly equipped highways in Rhode Island and associated data available to UMASS researchers. Similarly Professor Shuldiner has collected data on arterials in Massachusetts and has years of experience in collecting the needed ground truth travel time data via cameras. Both groups have begun to develop models for anomaly and travel time detection and prediction. This is a natural continuation of the work of researchers affiliated with these two New England transportation centers.
The results of this study will be transferred to RIDOT for the estimation of travel time with the eventual goal of improving the management of incidents through the use of information about anomalous traffics situations resulting from these incidents. The research team has also agreed to share any travel time model development with Mobility Technologies who, in return, will share the archived and real-time data with the team. 










Conclusions
University researchers from both UMASS and URI are pleased to submit this multi-organization, multidisciplinary proposal for sponsorship of the New England University Transportation Center. The team proposes to undertake the following efforts:

1) The development of linear and non-inear travel time forecast models based on radar sensor data from Mobility Technologies, ground truth data from license plate matching, and probe data from the Rhode Watch program of RIDOT. 
a. The travel time forecast models must be applicable to varied roadway segment types including basic, on-ramp, off-ramp and weaving sections.
b. The forecast models must apply to steady state and congested flow conditions. 

2) The development of techniques for automatically fine-tuning and updating developed models.

3) The development of robust software systems for model implementation.
The research team further commits to providing progress reports to the NEUTC on the requested basis. Further, a draft final report will be submitted for review and all comments incorporated in a final report. 
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Principal Investigator and Other Staff

Natacha Thomas:  Natacha Thomas is an assistant professor of civil and environmental engineering at the University of Rhode Island. Her areas of expertise and interest include traffic engineering and traffic flow characteristics in particular, geometric design of highway, airport design, and traffic safety. Past studies have included the detection of traffic anomalies using probe and detector data. Natacha received a PhD in Civil Engineering from the University of Illinois. 
Christopher Hunter: Christopher Hunter is an assistant professor of civil and environmental engineering at the University of Rhode Island. His area of expertise is traffic and transit systems operations with particular interest in intelligent transportation systems, multi-modal systems analysis, and traffic safety.  Recent studies have included work involving transit signal priority, red light running analysis, and integrated traffic information usage for improved transportation system management.  He received his Ph.D. (Transportation Engineering) from the University of 

Washington.
Joan Peckham:  Joan Peckham is a professor of Computer Science and Statistics at the University of Rhode Island (URI). She is the founder of the URI Collaboratory, an informal group of researchers at URI that participate in multidisciplinary projects that require computing techniques. As such, she is currently supported by NSF, RIDOT, and NIH for research projects in women’s studies, transportation, and bioinformatics. She received her PhD in computer science in 1990 from the University of Connecticut. Her primary computer science research expertise and publications are in the areas of conceptual modeling, databases, and software engineering. Over the past four years she has been supported by RIDOT and the URI Transportation Center to work with transportation engineers to carry out projects that involve the design and prototype development of integrated transportation systems. 
Peter Swaszek: Peter Swaszek is a professor in the Electrical and Computer Engineering department at the University of Rhode Island. His current research interests include digital signal and image processing, communication systems, high performance navigation systems, and Lego robotics. He received a PhD of Electrical Engineering from Princeton University.

Paul W. Shuldiner:  
Paul Shuldiner is the Director of the University of Massachusetts Transportation Center and Professor Emeritus of Civil and Environmental Engineering on the Amherst campus, where he served from 1971 until retirement in 2003.  Paul has been Deputy Director, National Transportation Planning Study conducted for the President’s Advisory Commission on Management Improvement at the National Academy of Sciences.  He was Chief of Systems Planning and Acting Deputy Director, Office of High Speed Ground Transportation at the U.S. Department of Transportation.  He is a founding Principal and Vice President of Transfomation Systems, Inc., a professional consulting firm engaged in the application of video and machine vision technology to transportation planning and traffic engineering.  Paul’s many published works include the following books and papers:  The Technology of Urban Transportation, An Analysis of Urban Travel Demands, “Video Technology in Traffic Engineering and Transportation Planning”, “Using Video Technology to Conduct the 1991 Boston Regional External Cordon Survey”.  He received the Doctor of Engineering degree in Transportation Engineering from the University of California, Berkeley, and B.S. and M.S. degrees in Civil Engineering from the University of Illinois, Urbana.
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	 In-Kind 
	 Total 

	Personnel
	
	
	

	URI
	Joan Peckham, 1/2 month A/Y 
	
	 $  4,982.00 
	 $       4,982.00 

	URI
	Christopher Hunter, 1/2 month A/Y
	
	 $  3,795.00 
	 $       3,795.00 

	URI
	Natacha Thomas, 1/2 month A/Y
	
	 $  3,795.00 
	 $       3,795.00 

	URI
	Natacha Thomas, 1/2 month Summer
	 $      3,795.00 
	
	 $       3,795.00 

	URI
	Peter Swaszek, 3/4 month A/Y
	
	 $  7,603.00 
	 $       7,603.00 

	URI
	Peter Swaszek, 1/2 month Summer
	 $      5,069.00 
	
	 $       5,069.00 

	URI
	Graduate Research Assistant A/Y (80%)
	 $      8,788.00 
	
	 $       8,788.00 

	URI
	Graduate Research Assistant Summer
	 $      4,882.00 
	
	 $       4,882.00 

	UMASS
	Paul Shuldiner
	 $      5,000.00 
	 $15,000.00 
	 $     20,000.00 

	UMASS
	Graduate Research Assistant
	 $    10,000.00 
	 
	 $     10,000.00 

	
	TOTAL PERSONNEL COSTS
	 $    37,534.00 
	 $35,175.00 
	 $     72,709.00 

	
	
	
	
	

	Fringe Benefits
	
	
	

	URI
	Fringe for J. Peckham
	
	 $  1,793.00 
	 $       1,793.00 

	URI
	Fringe for N. Thomas
	
	 $  1,529.00 
	 $       1,529.00 

	URI
	Fringe for C. Hunter
	
	 $  1,529.00 
	 $       1,529.00 

	URI
	Fringe for P. Swaszek
	
	 $  2,713.00 
	 $       1,809.00 

	URI
	FICA for Summer Grad
	 $         374.00 
	
	 $          374.00 

	URI
	Health Benefits for Summer Grad.
	 $      1,037.00 
	 
	 $       1,037.00 

	
	TOTAL FRINGE BENEFITS
	 $      1,411.00 
	 $  7,564.00 
	 $       8,071.00 

	
	
	
	
	

	
	
	
	
	

	OTHER COSTS
	
	
	

	URI
	Software (Exclusively for this project)
	 $      1,500.00 
	
	 $       1,500.00 

	URI
	In-State Tuition and Fees (80%)
	 $      4,020.00 
	
	 $       4,020.00 

	URI
	Overhead - 25%
	 $      6,361.00 
	
	 $       6,361.00 

	URI
	Overhead - 44%
	 
	 $11,090.00 
	 $     12,525.00 

	
	TOTAL OTHER COSTS
	 $    11,881.00 
	 $11,090.00 
	 $     24,406.00 

	
	
	
	
	

	
	TOTAL REQUESTED FROM NEUTC
	 $    50,826.00 
	
	

	
	TOTAL IN KIND MATCH
	
	 $51,295.00 ,
	

	
	TOTAL PROJECT COST
	
	
	 $   102,121.00 


Notes:

1. The budget includes NEUTC salary support for only two of the URI researchers – the other two will be supported by a related project funded (hopefully) by RIDOT. 
2. The “in-kind” column shows the matching dollars from URI and UMASS.
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