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ABSTRACT
This paper presents a new event-based communication model
for wireless multi-hop networks of energy-constrained de-
vices such as sensor networks. The network is arranged
as an event dissemination tree, with nodes subscribing to
the event types they are interested in. An event scheduler
dynamically allocates and multiplexes upstream and down-
stream time slots for each event type. Power consumption
among wireless nodes is reduced by allowing each node to
power down its radio during the portions of the schedule
that do not match its particular event subscription. The
event dissemination schedule can be determined in both a
centralized and distributed fashion, and is highly dynamic
to suit the changing rates at which events are generated and
distributed through the network. The paper also presents
preliminary performance results that demonstrate the power
savings achieved by the proposed protocols.

Categories and Subject Descriptors: H.3.4 [Systems
and Software]: Distributed Systems

General Terms: Algorithms, Performance.

Keywords: Wireless Networks, Sensor Networks, Schedul-
ing, Topology Management, Publish/Subscribe.

1. INTRODUCTION
The confluence of ubiquitous RF-based wireless network-

ing [14, 4, 3] and recent advances in low-power analog and
digital electronics has led to the emergence of compact, inex-
pensive, battery-operated sensor units equipped with com-
putational and wireless communication capabilities [22, 33].
Due to their increasingly favorable form and cost factors, it
is feasible to link together a large number of such sensors
in order to support fault-tolerant, fine-grained monitoring
and tracking applications [13, 32]. Cheap and ubiquitous
platforms of networked sensors will be the key to real-time
delivery of large volumes of useful information and will sup-
port a variety of civil and military applications (such as traf-
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fic monitoring, disaster recovery, industrial tracking, factory
instrumentation, inventory tracking, battlefield monitoring,
and intrusion detection).
Many current sensor networks consist of a relatively small

number of sensor units that are typically wired to a cen-
tral processing system. In constrast, in many emerging and
envisioned applications, sensor networks will be both dis-
tributed and wireless (in terms of communication and power)
[10]. Distribution is necessary for improving sensing qual-
ity: when the precise location of a signal is unknown, then
distributed sensors will allow sensing to take place closer to
the event of interest than what is possible by any single sen-
sor. Distribution also improves robustness to environmen-
tal obstacles, which is especially crucial in situations where
sensing requires line-of-sight. Furtermore, the target envi-
ronments typically lack already existing communications or
energy infrastructures. The sensor units, thus, need to rely
on finite, local energy sources and wireless communications
channels. Finally, shorter-range communication is generally
much cheaper than longer-range communication because the
radio-signal power drops off with the fourth power of the dis-
tance [13, 25]. As a result, it is much cheaper to transmit
information using multi-hopping among sensor units.
Consider the following application scenarios for distributed

wireless sensor networks. Habitat monitoring applications
involve data collection from and modeling of complex ecosys-
tems without disturbing the habitat and wildlife. Monitor-
ing facilities must be deployed in remote locations that do
not have pre-existing communication and energy resources.
As a case in point, researchers have recently deployed wire-
less sensor networks on Great Duck Island, Maine, that mon-
itor the microclimates in and around nesting burrows used
by Leach’s Storm Petrel [2]. Secondly, consider an ad hoc
smart space where large numbers of disposable sensors that
are densely scattered into a building damaged by an earth-
quake [12]. The sensors can establish an ad hoc communi-
cation network and cooperate to divide the task of mapping
the structural damage in an efficient manner. Finally, tacti-
cal operations taking place in unknown or hostile regions can
also benefit from ad hoc wireless sensor networks. Soldiers
can be equipped with battery-operated sensors that mon-
itor critical signs such as body temperature or heart rate.
In case of an emergency situation, the wireless network au-
tomatically directs the nearest emergency response team to
wounded individuals [31].
In these and similar sensor network applications involving

battery-operated nodes, network longevity (i.e., total opera-
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tional lifetime) is a key consideration. In many cases, replac-
ing or recharging batteries may be impractical or uneconom-
ical. For instance, during a tactical mission, it is clearly not
desirable to have to be concerned about replacing batter-
ies (which requires human interference and attention). An-
other example involves next-generation smart dust-style sen-
sor networks [22], which are composed of densely populated
units that are deeply embedded into the environment. The
smart dusts are expected to be so cheap that they will be
practically disposable: it will make more economical sense
to incrementally deploy new nodes rather than to replace
the batteries of the existing ones.
Designing energy-efficient systems is a research goal of

critical importance for a variety of networking domains, in-
cluding sensor networks and mobile ad hoc networks [36].
The primary consumer of energy in wireless networks is com-
munication. RF communications are very costly compared
to other electrical hardware functions including instruction
execution. Based on this observation, many researchers have
studied energy-minimization techniques that reduce commu-
nication at the expense of extra computation. Most work
focused on developing approaches that reduce the volume
of data that need to be transmitted, typically through in-
telligent data reduction and aggregation techniques (e.g.,
[18, 26, 27]). Less studied are techniques that enable nodes
to power down their antennas (i.e., go to sleep or standby
mode) during times of inactivity. This latter set of tech-
niques are particularly promising as the energy consumed by
short-range RF communications in transmission (Tx) and
listening (Rx) modes are quite similar for many existing
wireless hardware and protocols (including 802.11 [3] and
Bluetooth [14]). As a result, the only way to significantly
save energy is to completely turn the radio off [34, 38]. This
paper presents an integrated data scheduling and dissemi-
nation protocol that leverages this key fact.
The proposed protocol, called Topology-Divided Dynamic

Event Scheduling (TD-DES), organizes the wireless network
into a multi-hop network tree. The root of the tree creates
a data dissemination schedule and propagates this schedule
throughout the tree, so that all nodes may adhere to it. The
schedule is divided into fixed-size time slots, each indicating
the type of data that are sent (or received), and whether
it is for downstream (i.e., away from the root) or upstream
(i.e., toward the root) communication. The schedule can
be periodic or refreshed in arbitrary intervals, depending on
the data traffic and applications. In either case, the central
idea is that nodes can save energy by powering down their
radios to standby mode when they have no data to send,
and when they (and their descendants) do not wish to re-
ceive the data being transmitted. The system uses the pub-
lish/subscribe model: each node has a specific subscription
profile that indicates which data types the node is interested
in receiving.
In a traditional wireless network, nodes must listen promis-

cuously to the wireless channel for all data being transmit-
ted, lest they might miss something important. TD-DES
allows each node to selectively listen for data which inter-
ests it, based on the its position in the network topology,
and save energy otherwise. Because data must be scheduled
before it is sent, the main tradeoff that we investigate is
increased power efficiency in exchange for sub-optimal mes-
sage dissemination latency.
Significant work has been done in the area of wireless

broadcast scheduling. Early work (e.g., [17, 7]) addressed
power consumption reduction in flat broadcast environments
and considered only asymmetric, downstream-only data dis-
semination. More recent work [38, 34] attacked the same
problem in wireless, multi-hop network environments but
did not address application-specific scheduling and data dis-
semination issues, which constitute the central theme of this
paper (see Section 5 for a detailed discussion of related prior
work).
The rest of the paper is structured as follows. Section 2 de-

scribes the basic sensor network model referenced through-
out the rest of the paper. Section 3 introduces and describes
in detail our integrated scheduling and data dissemination
protocols. Section 4 provides the results of a preliminary
characterization of the performance of our protocol. Section
5 describes related work, and Section 6 provides concluding
remarks and outlines directions for future research.

2. SYSTEM MODEL
This paper presents TD-DES, a data event scheduling

and dissemination protocol specifically designed for wireless
multi-hop networks of energy-constrained devices. TD-DES
is intended as an application overlay to a CSMA/CA wire-
less MAC layer (such as 802.11 MAC DCF [6] and MACA
[24]), rather than a MAC/networking layer in itself.

2.1 Scheduling Model
TD-DES’s main function is to govern when each node of a

network (1) receives data, (2) transmits data, and (3) pow-
ers its radio down to a low-power standby mode. These
radio modes – Tx, Rx, and standby – are cycled among as
functions of time determined by the network’s dissemination
schedule, which is generated primarily by the root node and
propagated down the tree as part of a control event. The
root node is assumed to be a base station with greater com-
putational, storage, and transmission capabilities than the
rest of the nodes in the network. The root node typically
serves an entry point to the sensor network, integrating the
sensor network with the external wired network where the
monitoring task GUI resides. As we will describe in Section
3, the scheduler relies on topology information, event pro-
files, traffic statistics, and Quality-of-Service (QoS) expec-
tations when generating dissemination schedules. The basic
goal of the scheduler is to minimize network-wide power con-
sumption (by minimizing the amount of time spent in the
Rx and Tx modes) without sacrificing timely dissemination
of data.

2.2 Network Model
TD-DES also provides an integrated network construc-

tion layer, which organizes a wireless network into a tree
topology. The topology is constucted by broadcasting ad-
vertisements from all nodes in the network. Initially the
root node broadcasts a parent advertisement. Each node
that hears the advertisement replies with a child message
that indicates that the node is willing to become a child of
the root. Whenever a node becomes a child, it broadcasts its
own parent advertisement. The process continues until all
the nodes get attached to the tree. A node that hears mul-
tiple parent advertisements chooses as its parent the node
with the lowest hop count to the root. This style of tree
construction is not novel and has been commonly used by
other work [5, 16, 26].
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Figure 1: An example dissemination tree. Subscrip-
tions are given at the upper left of each node, effec-
tive subscriptions at the upper right. Arrows indi-
cate the links over which the event is broadcast.

The tree construction layer is adaptive to changes in the
topology that result from node failures, additions, and mo-
bility. The layer does not provide point-to-point messag-
ing capabilities (e.g., using globally unique id’s such as IP
addresses) as do traditional routing protocols [21, 29, 30],
but rather provides a means of disseminating data events
throughout the network to all interested parties based on
per-node event subscriptions. This publish/subscribe style of
event-based communication is the data dissemination model
of choice because it effectively decouples the producers and
consumers of information, making it well-suited for dynamic,
ad-hoc environments.

2.3 Data/Event Model
Predefined event types are defined by the overlaying ap-

plications and are maintained in a global event schema. In
particular, a network with n different event types may pub-
lish event types e1, e2, ..., en. Each node maintains its own
event subscription, which is the set of event types that a
node is interested in receiving. In addition, each node main-
tains its own effective subscription, which is the union of its
own subscription and the subscriptions of all of its descen-
dents [16]. Each node must effectively subscribe to any event
type that it itself is interested in as well as any event type
that a descendent node is interested in. This is because each
node is responsible for forwarding all relevant events to its
descendants in the tree topology.
Figure 1 illustrates a dissemination tree of eight nodes and

three event types e1, e2, and e3. N1 is the root node of the
tree. The subscription of each node is given in parentheses
at the upper left of the node. The effective subscription of
each node is given at the upper right of each node in square
brackets. The figure also shows an event of type e2 generated
at node N5. The arrows indicate the links across which the
event is broadcast in order to disseminate the event to all
subscribing nodes. Note that the event is propagated both
upstream (to the root and then downstream to the interested
parties in the other subtree) and downstream. As a result,
events do not necessarily always go through the root node.
In general, an event is a particular message type with

its own distinguishing, application-specific semantics. Con-
sider a scenario where a sensor network whose purpose is
to detect fires is deployed over a forested region. A sensor
node might issue a fire detected event to the network if its
thermal sensor registered a very high temperature reading.

The event would be disseminated through the network to
all those nodes subscribing to fire detected events. These
could include nearby forest ranger stations, a centralized
forest fire monitoring station, or a sink node which could
notify the police, local fire-fighting units, and public news
services. These would also include any intermediate nodes
which had to forward such events to interested nodes, even if
they themselves were not interested per se. A different type
of event could be a low battery event, which would only
be disseminated to a network maintenance facility, alerting
personnel that a particular sensor node would soon fail if
its battery was not quickly replaced. Another type of event
could alert the same facility that the sensor equipment on a
node was not functioning properly.

2.4 Application-defined Quality-of-Service
Besides carrying distinguishing type semantics (with which

individual network nodes can decide whether or not to in-
clude them in their subscriptions), event types may also
be associated with network-specific physical characteristics,
such as minimum and maximum event payload sizes (in
bytes), latency constraints (e.g., maximum allowable propa-
gation delay), and relative event priorities. TD-DES allows
such event latency and priority values to be specified by
the overlaying applications. Such parameters affect the or-
dering policies of the event scheduling algorithm (Section
3). However, for maximum interoperability with existing
applications, the system also works in the absence of such
parameters.

3. PROTOCOLS
The TD-DES event schedule determines the temporal par-

titioning of the RF medium for all of the event types in
the system. This is accomplished by allocating time slots
(or slots for short) for each event type (subsection 3.1).
Each time slot is assumed to be wide enough (i.e., provides
roughly enough time) for a single event to be propagated
one hop. Put another way, each slot should be wide enough
to provide sufficient time to the underlying MAC layer to
perform collision detection and retransmissions under con-
tention.
Time slots are allocated for each event based on the deter-

mined or expected bandwidth requirements needed to prop-
agate all generated events reliably thoughout the network
(subsection 3.2). Once the numbers of upstream and down-
stream time slots for each event type are determined, the
ordering of the time slots must then be determined (sub-
section 3.3). Iterations are intervals of schedule that starts
with a control event slot. It is also possible to interleave
downstream and upstream slots together to fit into a single
iteration (subsection 3.4).

3.1 Schedule Propagation
The root node is responsible for creating a schedule of time

slots. Each time slot is designated as a send or receive slot,
whether it is for upstream or downstream communication,
and by the event type which it should be used to propagate.
The root creates the schedule one iteration at a time and
passes it down through the dissemination tree inside a con-
trol event. The schedule of slots between two consecutive
downstream control events is called a single iteration of the
schedule.
Figure 2 illustrates the basic idea of creating a schedule
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Figure 2: Example of schedule propagation

and passing it down the network tree using a simple scenario
that involves downstream propagation of control and data
events. The control event is a special type of event which
is created by TD-DES and contains scheduling information.
The control event is received by the node at level X in the
first time slot. In the next time slot, this node transmits the
control event down to the next level, X+1. In the time slot
following this, the node at level X+1 passes the control event
down to level X+2, and so on and so forth. To summarize,
iterations are delimited by control events and can consist of
a different number of data events. The control event that
initiates an iteration specifies the schedule of events (which
events will be disseminated and when) within that iteration.
Note that the schedule is shifted one slot at each level.
The schedule consists of a sequence of atomic send and

receive time slots, each one for a specified event type. In
general, for a particular event in a schedule, at a given node,
time slots are allocated as a receive slot followed by an im-
mediate send slot most of the time. At a particular node,
if the schedule specifies a receive time slot for event e1, the
node, if it subscribes to e1, will listen to the RF medium in
Rx mode during this time slot to receive such an event. If
the schedule specifies a send time slot for e1, the node can
use this time slot to transmit an event of this type (should
it have one to send).
Furthermore, each slot is distinguished as either a down-

stream slot (for parent-to-child communication away from
the root) or as an upstream slot (for child-to-parent commu-
nication toward the root). For downstream communication,
send and receive slots are used. Upstream slots are not des-
ignated for event types, as they are speculatively allocated
– any event which is generated should be able to make use
of the next upstream slot. In addition, nodes must always
listen to upstream receive slots, as all events must be passed
up to the root, regardless of event type. Therefore, dis-
tinguishing upstream slots for particular event types would
serve no beneficial purpose.
The downstream control event also includes data used by

the tree construction protocol, such as the number of hops
to the root and the parent node’s network-unique identifier.
Notice that for each downstream send event, the simultane-
ous time slot at the next level down is a receive time slot for
the same type of event. Similarly, for upstream send events,
the concurrent time slot at the next level up the tree is a
corresponding receive time slot for the same type of event.

3.2 Deterministic and Speculative Scheduling
TD-DES can schedule time slots in two modes: determin-

istic and speculative. We use the deterministic algorithm for

downstream and the speculative algorithm for upstream dis-
semination. The decision is based on the observation that
most event propagation would be downstream (even when
events are generated at internal nodes).1

In the deterministic algorithm, events are propagated in
back to back iterations. Each iteration is further divided
into slots of fixed width. The scheduler (root node), already
knows the exact events to be broadcast at the beginning
of each iteration and allocates the exact number of slots
required. The schedule is propagated to every node in the
tree in the form of a control packet at the beginning of each
iteration. In addition to containing the schedule for events,
a control packet can also contain timing information for the
next control packet, if iterations are not of fixed length.
When the root node starts trasmitting events, each node
just needs to leave radio in Rx mode for the duration of the
slot when some interesting event will arrive.
Figure 3 illustrates the process of deterministic schedul-

ing. As before, R and S denote the receive and send slots
for the control events, respectively. Event e1 generated dur-
ing iteration k cannot be scheduled till iteration k + 1. The
control event transmitted during the second S includes the
schedule for iteration k+1. The exact time slot during which
e1 will be scheduled is determined by the specific ordering
criterion used.
In speculative scheduling, the scheduler estimates the (ex-

pected) frequency of event types at the root node and pre-
allocates slots based on this combined frequency estima-
tion. Since allocation of slots for each event type is pe-
riodic and therefore is the same from one iteration to the
next, no schedule broadcasting is needed except when up-
dating schedule. The disadvantage of speculative scheduling
is that nodes might have to stay in Rx mode for scheduled
slots regardless of whether or not interesting event is actu-
ally coming.
Figure 4 illustrates the process of speculative scheduling.

Event e1 is received during iteration k after its scheduled slot
(indicated by the dashed lines). Thus, e1 needs to be queued
before it can be transmitted during its slot in iteration k+1.
Regardless of which algorithm is being used, the sched-

ule decided by the root node is known to every node in the
tree. A child node’s downstream schedule is one slot be-
hind its parent node’s downstream schedule. A child node’s
upstream schedule is one slot ahead of the parent node’s
upstream schedule. This allows tight pipelining: a down-
stream/upstream event received by node i in slot t will be

1We note that our scheduling mechanism is general and does
not in any way require upstream scheduling to be specula-
tive.
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sent downward/upward to i’s children/parent in slot t + 1.
If shifting happens at the boundary of upstream and down-
stream schedule, downstream scheduling will shift beyond
the neighboring upstream schedule and upstream schedul-
ing will shift beyond the neighboring downstream schedule.
The schedule as determined by the root node can be ex-

tended at an internal node to accomodate events generated
at internal nodes. The schedule decided by the root node
has to allocate slots for all events. A subtree rooted at an
internal node might not be interested in every event. So
when internal node is propagating down root schedule to its
descendants, it can extend the root schedule by replacing
those un-interesting slots with slots for its own events or if
even more slots are required, it can modify blank slot in the
root schedule. Note that this extended schedule only affects
the subtree rooted at this internal node.

3.3 Scheduling Criteria
In this section, we focus on how the root node decides

on event ordering in the downstream schedule. Once the
iteration length and slot length become fixed, a deterministic
schedule is just an ordering of events. We consider ordering
events according to one of (or combination of) three criteria:

• priority - the relative priority of an event type over
other event types

• popularity - the number of nodes subscribing to an
event type

• latency constraint - the maximum allowable dissemi-
nation delay for an event type

Priorities can be specified by the application-layer for event
types at the root node and passed down the tree in the
body of the downstream control event. If the priorities are
relatively fixed, they need only be included in the control
event on occasion (as often as new event types are added or
the priorities change).
We can also order events by popularity. In essence, this

method assumes that the event types that are most sub-
scribed to are considered to be most important by the sys-
tem, and so they are scheduled first in the upcoming iter-
ation(s). The tree-construction and maintanance layer of
TD-DES gathers the popularity of each event type (and
more generally all of the network subscription data) in a
bottom up fashion. Assume we are looking at subscription
to a particular type of event ei. Each node p maintains a
local variable count(ei) indicating how many nodes in its
subtree are interested in this event of type ei. Using sub-
script to indicate location of the variable, countp(ei) can be
computed recursively by

countp(ei) =
X

q∈child(p)

countq(ei) + {0|1} (1)

where 1 is for the case p itself is subscribed; 0 indicates
otherwise.
If latency constraints are specified by the application layer

for event types, TD-DES will make use of the average- and
worst-case latency dissemination estimates when scheduling
events. A node can reduce the overall dissemination latency
of an event by scheduling it as early as possible – this re-
duces the scheduling delay component of the latency. When
latency is the primary sorting criterion, the scheduler will at-
tempt to schedule events such that their average and worst-
case latencies remain within the given maximum bounds.
Since no real latency is available at time of scheduling, hop-
count-based distance is used as an estimator instead. The
number of hops from root for a node k subscribing to event
type ei is called the distance of ei at node k. The average
distance for all nodes subscribing to event type ei is denoted
by distanceavg(ei). The worst-case distance is denoted by
distancewst(ei).
In order to determine these event type metrics, the tree

gathers data in a bottom-up fashion by having each internal
node maintain partial values for its own subtree and pass
these values up to its parent node in its upstream control
event. In particular, each node j maintains the following
metrics in addition to count(ei), which it passes to its par-
ent:

• costj(ei) – the total number of hops that an event ei

must be propagated to the entire subtree rooted at the
current node j.

• avg costj(ei) – the average number of hops that an
event ei must be propagated per interested node inside
the subtree rooted at the current node j.

• max costj(ei) – the maximum number of hops that
an event ei must be propagated to an interested node
inside the subtree rooted at the current node j.

Each node j passes its costj(ei), and max costj(ei) val-
ues for each event type ei to the parent as parameters of
its upstream control event. For each child j of a particular
internal node k, the parent node calculates its own values
recursively as follows: The costk(ei) at k is calculated in
terms of each child as follows:

costk(ei) =
X

j

countj(ei) +
X

j

costj(ei) + (0/1) (2)

The maximum cost value is simply the maximum of the
maxima of its children plus 1:

max costk(ei) = max
j

(max costj(ei)) + 1 (3)

At each node, the avg costk(ei) is a derived value of countk(ei)
and costk(ei):

avg costk(ei) = countk(ei)/costk(ei) (4)
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Finally, the root node, denoted r, then defines, for each
event type ei, the system-wide count and distance values in
the following way as: count(ei) = countr(ei), distanceavg(ei) =
avg costr(ei), and distancewst(ei) = max costr(ei).
Because all internal nodes are interested in knowing these

three values (for scheduling by latency or popularity), the
root node disseminates these values in a downstream control
event as often as they change.

3.4 Interleaved Scheduling
The last stage of the TD-DES scheduling algorithm in-

volves determining the actual sequence of the time slots al-
located for the next iteration. At this point, the number
and ordering of events in downstream schedule is complete,
as well as number of slots in upstream schedule. From these
two schedules, the sequencer must derive a set of ordered
slots for the next iteration. There are two choices here: ei-
ther place upstream and downstream slots separately side
by side (a.k.a. clustered) or interleave them.
In the clustered version, the ordered downstream set is

placed unbroken, followed immediately by ordered upstream
set. These are lastly followed by some blank time slots. Ad-
ditionally, a downstream control event is placed at the be-
ginning of each iteration. The details of interleaving are
skipped due to space limitations.

4. EVALUATION
We built an ad-hoc networking simulator to characterize

the behavior of two data dissemination models. The first
model implemented a CSMA/CA MAC layer (with expo-
nential random backoff and RTS/CTS) along with the TD-
DES scheduling overlay and tree construction protocol. The
second model, which emulates conventional protocols, im-
plemented the same MAC layer and a similar wireless tree
construction protocol, but without TD-DES. Rather than
being scheduled, events in the latter network are propagated
immediately after generation. We refer to this second net-
work of each pair as the “non-scheduled” network. With-
out a schedule to follow, nodes in this network must listen
“promiscuously,” always in Rx mode (except when trans-
mitting). They cannot make use of the standby modes of
their tranceivers.
For comparison, both networks were identical in their

topologies and event subscription profiles. The same poisson
event generation distribution was used to simulate events
being generated and disseminated. Topologies were static
and all nodes had omnidirectional, uniform broadcast ranges
(i.e., links were symmetric)
Figure 5 graphs the relative power consumption of the

non-scheduled network to TD-DES as a function of the min-
imum iteration length (i.e., the minimum number of time
slots between two control events). The network consists of
20 nodes; there are three event types; and each node has a
0.2 probability of subscribing to each event type. The time
slot width ratio was one – meaning that time slots were
exactly the required width to propagate one event (i.e., 2
ms). The radio hardware was modeled after the Proxim
RangeLAN2 2.4 GHz 1.6 Mbps PCMCIA card, which ex-
pends 1.82W in transmit mode, 1.80W in receive mode, and
0.18W in standby mode [20]. Each node had a radio range of
30 meters and area range was varied from 200 square meters.
There are five event generation rates (or EGRs), where an
EGR is defined as the average number of time slots between
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Figure 5: Power consumption ratio (non-scheduled
network vs. TD-DES) as a function of iteration
length (20 nodes, 0.2 subscription ratio).

events, used by the poisson event generation distribution.
The graph shows that the non-scheduled network con-

sumed anywhere from 142% up to 550% as much as its
counterpart TD-DES network. We also observe that the
relative power consumption increases with decreasing event-
generation frequency. This is because TD-DES can best
leverage its power-saving abilities when the traffic load is
light. With heavy traffic, nodes cannot utilize their low-
power standby modes (as they are nearly always receiving
or transmitting data), so the relative power consumption ap-
proaches one. Furthermore, as the minimum iteration lenght
increases, the power savings also increase because the nodes
typically need to listen fewer control messages.
For the same set of results, average dissemination laten-

cies for events were also recorded (but not shown due to
space considerations). Dissemination latency is the total
time that expires between when an event is generated and
when it is received by an interested node. This is the sum of
two components: the scheduling delay and the propagation
delay. The non-scheduled network experiences no scheduling
delay – that is, events are propagated almost immediately
after generation. The only source of delay before propaga-
tion would be from queueing (if events are generated faster
than the rate at which they can be propagated one hop) or
medium contention. We observed that the TD-DES network
consumed anywhere from 250% up to 1100% as much delay
as its counterpart non-scheduled network did. We also ob-
served that the latencies increase with increasing minimum
iteration lenght.
These results reveal that TD-DES trades off dissemination

latency for power savings. As a result, TD-DES may not be
appropriate for real-time applications where dissemination
latencies should be kept minimal (on the order of millisec-
onds) – we do, however, believe that many of the target
applications do not have such strict latency constraints.

5. RELATED WORK
Efforts to decrease the power consumption of wireless de-

vices were made at all networking layers. At the physical
layer, efforts have included utilizing lower-power radio prop-
agation techniques, such as code division spread spectrum
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(e.g., DSSS and FHSS [35]). At the datalink layer, medium
access control (MAC) protocols govern when and how the
nodes of the network coordinate to share a broadcast chan-
nel effectively. CSMA MAC protocols [6, 24, 11] are gen-
erally wasteful inasmuch as nodes must constantly moni-
tor the broadcast channel in Rx mode – an expensive radio
function. Other protocols, such as TDMA [20, 23], have
been designed to allow nodes to power down their anten-
nas during particular time-slots of a predetermined sched-
ule. However, these work do not consider network topology
and application-specific data interests.
Imielinski’s work [17], where a wireless server broadcasts

data items according to a temporal directory, also has the
goal of reducing power consumption. The directory tells
clients when to listen for particular data items. This is
analagous to the downstream control event in TD-DES. An-
other related model is that of broadcast disks [7] proposed
for asymmetric systems in which a server broadcasts a ro-
tating schedule, or disk, of data downstream to clients. This
model was later extensively studied and extended for hier-
archical data dissemination (e.g., [15]). TD-DES borrows
from both models the basic notion of disseminating events
through a schedule. TD-DES also assumes a multi-hop net-
work environment where the topology of the network can
be arbitrary and needs to be taken into account, which sig-
nificantly complicates the problem. Furthermore, TD-DES
is designed for symmetric data flow, downstream as well as
upstream, whereas the other protocols address asymmetric,
downstream communication only.
Recent work on wireless publish/subscribe [16] also uses

soft-state trees for data dissemination. This work describes
several heuristics for dissemination tree construction but
does not address power-management through scheduled power-
down periods.
Directed diffusion [19], TAG [26], and the COUGAR [37]

address data-centric extraction of information from wireless
sensor networks, commonly through intelligent in-network
data aggregation. Our approach can be regarded as a gen-
eralization of TAG’s epoch-based aggregation approach. In
the TAG approach, aggregation takes place over time as
a sequence of epochs, each consisting of data propagation
from children to parent nodes and generic data aggregation
at the parents. The TAG approach is geared specifically
towards upstream aggregation, whereas our approach is a
step towards generic upstream and downstream event-based
data dissemination. Furthermore, the scheduling issues we
investigate have not been addressed by prior work.
Most relevant to our approach are topology management

schemes that address the issue of which nodes should turn
their radios off and when. S-MAC [38] allows nodes to go
to sleep periodically. Nodes go to sleep for some time, and
then wake up to listen to see if other nodes want to talk
to them. Sleep schedules can be adjusted on a per-node
basis. In STEM [34], nodes use two seperate radios, one
acting as a low-power paging channel and one as a data
transmission channel, to trade off power savings for path set
up latency. Nodes use the paging radio to detect tranmis-
sion requests from their neighbors, and then wake up their
primary radio to pick up the actual data transmission. TD-
DES shares similar goals with these topology management
schemes. Unlike these schemes, however, TD-DES also ad-
dresses application semantics-based data dissemination and
scheduling.

6. CONCLUSIONS AND FUTURE WORK
We described TD-DES, an integrated scheduling and data

dissemination model and protocol for multi-hop networks of
energy-constrained devices such as sensor networks. The
model is based on event-based communication, one that in-
tegrates the division of the shared wireless medium access
based on network topology with the application specific se-
mantics of the data to be disseminated.
The network is arranged as an event dissemination tree,

with nodes subscribing to the event types they are inter-
ested in. The event scheduler dynamically allocates and
multiplexes upstream and downstream time slots for each
event type. Power consumption among wireless nodes is re-
duced by allowing each node to listen to the wireless channel
during the transmission times of data items which interest
them (or their topological dependents)– at other times, they
are allowed to save energy by powering down their radios.
We also presented preliminary performance results, based

on a detailed simulation model, that demonstrate significant
potential power savings of the proposed approach. We argue
that while TD-DES is efficient from a power consumption
perspective, it clearly suffers generally from worse multi-hop
dissemination latencies for generated events than does its
non-scheduled counterpart network (which provides optimal
latency at the expense of maximal power consumption).
In addition to conducting a more comprehensive quanti-

tative study of the proposed approaches, we plan to address
the following issues as part of our future work:

Implementation and Clock Synchronization. We
are currently implementing our protocols on top of Mica
sensors (a.k.a. motes) [1] running TinyOS [5]. A key im-
plementation issue that needs be addressed is clock synchro-
nization. TD-DES calls for each child to have its clock inter-
nally synchronized with that of its parent for the protocols
to work correctly. The protocols require that the clock er-
rors are insignificant relative to the duration of individual
time slots. While traditional approaches designed for wired
networks (e.g., NTP [18]) may not provide sufficiently high
precision, recent proposals that were designed specifically
for wireless sensor networks [9, 8] lower the error rates down
to several microseconds. Such a precision is good enough for
our purposes, because we expect a typical slot duration to
be in the order of milliseconds.

Mobility and Reliability. In this initial study, we have
focused only on static topologies. The dissemination tree
construction protocol allows dynamic topology changes and
can therefore cope with node mobility. On the other hand,
situations may arise when packets may not arrive to their
destinations during node movements. Reliable delivery can
be ensured by using a straightforward ack-retransmit scheme
integrated with caching: if a node received an event with
a sequence number, but had not received the previous se-
quence number, it might request its parent to resend the
event. The challenge here is to ensure reliability in such a
way that the power efficiency of the system is not compro-
mised.
Another related reliability concern arises due to the use of

a tree-based dissemination topology. Even though the tree
structure is self organizing and can adapt quickly to node
failures and disconnections, mesh-based organizations [28]
are inherently more reliable as they provide multiple paths
between network nodes. Extending the protocols to mesh
topologies is an interesting research direction.
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Caching and Aggregation. Recent work has focused
on upstream aggregation techniques [26, 18] to reduce the
volume of data transmission. TD-DES can support up-
stream aggregation as well as much less studied downstream
aggregation where the key idea is to aggregate multiple events
of the same type at the root before propagating them down-
stream.
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